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NORTH MADARASHYRA UNIVERSITY, JALGAON

SYLLABUS FOR F.Y. B.Sc. (STATISTICS)

———

- (Witheffedt from Acadertic Year 20622003

SYLLABUS STRUCTURE

The syllabi in STATISTICS af F, ¥ B."Sc. clese shall consist of two theasy Papers
and one practieal paper as foflpwe:. : '

(1)

(2)

3)

PAPER-I having the title "DESCRIPTIVE STATISTICS” and

PAPER-II having the tiffe "FROBABILITY AND PROBABILITY
DS TRIBLITIONS

PAPER-1IT based an STATISTICS praciicals,

The prerequisites for the theory papers are: es Tolowa--

Prerequisites:. Elementary knuwledze of the foitowing eoucepts zra expectpd:-

(i)  Sets, operations on setx such a5 union, intervection,
" complementation.

{ii} Sequence and seriss.

(1ii) Permutation and Combination.

{Iv) Biromial! theorem .

{¥) Differential Caleutus

(vi) Integrai Caloufis

— . ————— .



PAPER-I

DESCRIPTIVE STATISTICS

OBJECTIVES:- The main objective of this comne 15 te acquain studests with soms
bagic coaeepir n Statisticr. They well be introduced to some fundaniental methods of
analysis of data. At the end of this cowrse, the studenta se expectad 1o be able -

* To abulate data given in descriptive forwr and reprecent given datz n
graphical sud diagrammatic foris.

. To comgpite various messurer of contral tendency, dispersion,
siewlers  and kiytosis,

. To compute the correlaion coefficients end determine regression iines for
ungronped und grouped bi-varrate data and interprat them.

. Tao analyze daty pertatning to attributee and to interpret the resuits.

DETAILED CONTENTS OF SYLLABUS FOR PAPER-]

Expecied number
of tectures & marks

L PUNDAMINTAL CONCEPTS: 6L, 60

*L1  Mesming Scope and Limitations o Slatistica.
1.2 Statisticel popniation. samp!-, sampling, obiectives of sampling,
L2 Methode of sammpling: Simple random ramopiing with and without
replacement, Stratified sanpling wnd Systematic sumpling,

2. DATA ANDITS TYIPE: RL.8M

2.1 Meaning of datn and stapstical Jate, Rav: data, Quantitative &
Dualitative Jdats

2.2 Variabler & Atributes, Continvous & discrete dala, Nomingl &
Ordimal dara. Croay Sechons! & time series datn. Primery date & secondary
data {devigming 8 questionasire, mejor seurces of secondary
dala).

1.3 Different tvpes »frrale. nominal, ordinal, ratio and mierval, Concspt of
Change of arigin and scale.

2.4  Examplec and probletns

3 FRESENTATIONOFDATA, ' 101,10 M

31 ‘Tabulation.- Meaning of tabie, Parts of tabie, Construchon of tuble
{up ta three Tactors of claswification

31 Dragrammatic repro=iniation -F . Simple, Multipls and subdivided
bar dingrame, P2 diagram.

32 FPreguency diswibution: Meantng of fFaquency, class, exclusive snd
melugive clasees, Open-ond ciaseer, clugs wicth, mid vahie, class
houndarics and  hmita, cimulative frequesey . Guidelies for
construeoting clasees. Struges formula
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6.1

6.2
6.3

L 6.4

6.5

»
Grephical represcntation of date:- I-hatngram, ﬁequeucy curve,
frequency _

polygon, ngwe steam & leal chart, l:-cm' pie
Emr“piﬁ sne? Problems.

K

MEASTURES OF CENTRAL TENDENCY: 121, 140

Meaning of centaral tendency , -pjectives, requirements uf goud
maazors of central tendency. §

- Meaawea of central tendeney: ADM., G M HM., waighted means, ¢

median, mode (definiiicn computatines for nngrouped and grouped daia,
merite and dements ) £
Statement and proof of the fbliowing re-m‘xt.,
{1} Sum of deviations of observaiinns tt‘mn their A M. iszero. |
(2} Effect 6f changs of origin and scale on A M.
YAM. > G = HM,
(4} Combined mean for K groups.
U=z of approprizie measurs of cemiral fﬁﬂdunc} tn different sitiations.
Empirical relation among mean, redien end mode.
Pertition valuza: Quartiles, Dretles & Percentiles {Deﬂmnnn
Computations for un-:;muped and prouped dah:.]
Examples and Problems.

MEASURES OF DISPERSION: o S 2L 18M

| Meaning and abjeclive,

Absolute meammes of diepersion;- range, quattile dev;anon {Q.I%). meun
deviation {M.I0.), variance, standard deviation (3.0.)
Relative measuras of dmpar:-mn - Coefficient 0f range, Coeflicient of
Q.D., cozfficient of M.D., coeflicicnt of variation.
Standerd deviation for combined group (with proaf).
Statomeat sud proof of the following resuits:- '

- (1) Effect »f change of origin und ecale on variance

- {2) Minimal property of niean deviation,

{3) Mirimal properiy of mean square deviation.

Ginie eoeflicient and Loresz cmgve. |
Exarmpler and Problems.

| MOMINTS, SKEWNESS AND KLRTOSIS: . - 2L 12M

Raw & ceniral moments: ]-_.ff'ect of chunge ofnrigm & scala on
moments,

Expreasion for central mmm:nts in lerms of raw moments (with proof}. .
Skewnzsa Positive snd nepative skewneoss, symmetric distribution,
Cocificient of skawnesad: - Buwiejrs coeff. of skewness , Kar Pearsons
coedl of skewness,

Kurtosiz: Meaniug, T vpaaﬁ of P;..urtmw leptclmrt:c, mesokurtte &
platykurtie.

Meastres of skewnesy and kartosiz based on mnmrnts

Eramiples wnd P‘mblt:m*

' CORRELATION: - 16L, 10 M

Bivariate duta, meaning of correlation, pasitive & ﬂa‘gatiw. correlation,
Perfbet corvelution, seatter diagram.- '
Produst momeri comelation coefficiént and ibs properties, interpretation



of the earvejut;ar, cocffomeg

+5>  Rank eorrelmtion: Spearman’s rank cerrelation coeffivient, derivation of _
the kimia for rack correlation  coefficient (without fies), ramk
Lo iation
esefficient with feg toily formuls without derivation).

74 Exmuaptes and Problems

& REGRFSSION,; ISL, 15 M

8.1 Meaning of regression, concept oF Hinegr and non-linegr reeression,

8.2 Cancept of method of lenat Ares.

33  Linear regression: Fitting of lines of regression by method of loust
gGuaArcs,

B4  Regression coefficients and its properties (Statement and proed).

8.5  Angle between the two lines of regreasion

8.6  Standard error of regraseion estiniate. explained & unexplamed variation
aid confficient of deter mipatiag

8.7  Non-linear regrescion; Fitiing of non-tinear curves of the type
(1y=a+brrer’ (ihy=ox’ (ii{) ywah®

8.8  Examples and problemy

g THEORY OF AT IRIBUTES: I, 10M

1 Notation, dichotomy rlaszification, class frequency, order of class,
positive class frequoncy, negative clugs fraquency, ultimate class
frequency, method of dof eperator to find redationships among different
clasy frequencies,

2.2 Fundamentni set of olass frequencies: Definition, determination whether 0, gt
of frequencics iz findamenial set or not (two atributzs).

9.3 Independence & association of two atiribytes, Yule's coefficied of
angociafion.

34 Exemples and Probiems

BOOKS FOR REFEQENCT,-

1 Applied Gencrat Statistice by Croxton F. ., Cowaten 12, I and Klein 8.

2 Statisticn! Methods Tows state Iniversity presa by Snedecor G. W, nad

Cochran % 7.
b Fundamentzis of Statistics Vol } by A, M. Goop, 4 K. Qupla and B.
Drasgupta. :
4 Theery agd groblems of stutistics . Schaum’s PuLiisding serias by

Spiege! M. R..
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PAPER-II
PROBABILTTY AND PROBAEILITY DISTRIBUTTIONS

Objectives: - The main objective of this course is to introduce the students to the axigmatic
approach of prabability, concepts of random variable, types of a rendom
variable, probability masy function ol a random varighte, some Statistjcsl
measures puch %5 mean, median, meds, standerd devintion etc. reiating to a
random variable, moment generaling function, cumuiznt g=nergting Hinction,
ad probebility gensrating fonction of g randem varizble; somu sinpdard
digcrete probability distributions and their applicafions in reai 1ife wiatione.

By the end of the zourss, the aludenty are eXpected to be able to do the
- _ followings: -

(i) To distinguish batween random and non-random experiments.
(ii) To distinguish betwesn discrete and continuony randam ‘;':1;'1'&5{132. _
— | {in) To obtain pruEﬁhiIity mzss functien of  discrets random varisble,
k' (iv} To apply a standard probability distribution for a given real life situation,

{v} To determine statistival measures for A glven situation.

. DETAILED CONTENTS OF SYLLABUS FOR PAPER-I]

Expectad No,
recures & marks

L CONCEPTS OF FROBABILITY _ 2L, 150

1.1 Random and non-random experiments.
1.2 Dofinitions of the fellowing terms ;-
LI Outcome, Sample space {finite md infinite), Everd, ~

— Lecurvence of an event, Elementary event, Compound Vet
Completgentary avent, Exhanstive eventz, Matinally-excluzive
events, favourable event, Ligqually-likelv events, Sure evert,
Impossible evert,

L3 Classical definition of probabilily, Relative-frequesey approach
of probebilily, Axioms of prebability

14 Addition thearem af probability upto three svents {with proof
using sxioms of probability only) - :

LS Meaning of indeperdent and dependznt events, Conditional
probabiiity, Multiplication theorem ot probability (with
praof}

L6 - Partition of 1 sample space, Bayes thearem (with proof)
1.7 Examples mnd problems. :
2, RANDOM VARIABLE ' 3L, 85M

231 Coneept of random variable, Discrete and continuoug random variables,
Sample space of a random variable, '



13

2.2

(In furthe: tidcussion snty diserets randam variable is expected.)
Faacdues of arandae vaqar |-

Fxample: and preblens,

n UNIVARIA TE PROBABILTTY OIS TR T TON 150, 18 ™M

38

3.3

i1
4,2

43
44
4.5
4.5
47
4.8

5.3
.4
3.5
5.6

Probabiiity .wess funetion of s randon: variable
Diribution Hawtion of a random »ariable
stateruent o properties of 4 distribution finetion
vancept o5y nmuebie ratdor variable

Medizi and mode ofa discrets random urighis.
Deiinttion fuxpyeiad vadus of 2 ranunm vartsble,
Expected valne of o fupcticn of a rundom variable,
Diseiseion of -he following resulls with proof:-

(1) EE¥=F where K i2 8 conatunt, {ify E{aXHn = aE{X b, whare
aand © e comstants,fiii) BE(X)) = LX)

(v ISIXY : E0X) 7v) X 20 then E(X) 20

Detivstion oi varian:e sud siandacd deviution of 2
rardom variable ('oncept nf =tapdardized rendom variable.
Dscussion of the cesults wali proof -

(1) Var(kr - where E 1m » conutant
(2} Ve X )= 3+ Var{Xj. tiuere 7 and b are constanty,

BIVARIATE FROBABILITY DISTRIBUTION 101, 12M

Definition vt bvo-dimensional raadom varigh!s.

Joint probaoility mass funsiion of 5 wo-dimersional

rowlon vansbie

Joigt distrik gion funcrivn of tbwo-dimensiona) random variabie.
Simlement of pronerties of ivint distribution fanotion

Margina! prebaebility mass function

Conditiens] probability muss fonction.

Independencs of twn random variables.

Exampier and probless.

EXPECTATION, VARIANCE AND COVARIANCE OF
TWO-DIMENSIONAL RANDOM VARIARLE 101, 100

Expected value of two-dimensional raudom variabie snd its functics,

Dircussion of the following results with proof-

{1} E{aX+bV)= al{X)+bE{Y;

(1) E(EY) - sbECOEY ), witers X and Y ara independant random
vArabie:. ) )

Gii) [ EAXY ) 17 € BOOP E(YF

Conditionial expectation.

Defimbon of covariance of a raadom varabis.

Laws of covarianie Owoh prorh

Law of vai i uf limear combinations of two randem variables with

prool

Exanipies apd probiesia,

-
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6.1
6.2
6.3
6.4

6.5

6.8

MOMENT AND CUMULANT GENERATING FUNCTIONS . & LSM

Delinition of raw and contral moments of & random variable
Statement o reletions betwaen raw and central moments,
Definition of moment generating fanction ofa rundom variahle.
Effect of change of origin and scale on moment generating
funcsion, Uninueness property of moment gonerating function
Momexnt generating furctivn of stur of bwo independent
randor veriakleg, -

Moment generating function of aX, aX+b , where a end b are
constanty, : . ' -

Cutuiznt genorating fanction ;- Change of origin and seals,
additive property of cumulant genarating function statement of

- relation befivean moments and cumutants,

L]

STANDARD DISCRETE PROBABILITY DISTRIBUTIONS

V.1
7.2
1.3
74

8.1
8.2
23
84

2.1
8.2
9.3

94

9.5

.6
9.7

10:

101
10.2
fod

11

11.1
$1.2
113
11.4

115

DISCRETE UNIFORMDIS TRIBUTION 2L,6M .

Stateizent ofprobability masy fanetion

Determination of mean sad varignce .
Determiantion of moment generating funclion

Examples and probleme
BERNOULL; DS TRIBUTION _ ZL,4M
:;ﬂ;\.ﬂauuus o ;!.u \.-;,-rn;-';i;l.y Tu.t:ia:b ;ﬁii“t!ﬁll

Lstermination of mera and variance
Detcrmination of moment gensrating function

Exampies ond problems -

| BINOMEAL DISTRIBUTION 8L 8M

Statertent «{ probability pase fupclion

Detarmingtic:s of mean and varisnce

Letermination of mode

Determination of metment generating funetion :
Staterent and proof of repraductive {(additive) property of binamia!
distribution. . .
Recurrence relation for central moments, cumalante and probabiiitica.
Expmples bud problems

HYPFERGEOMETRIC' DISTRIBUTION ' 2L6M

Statament of probability mass funetion
Determinstion of mesn and varianee
Exampies and problems

POISSOM DISTRIBUTION - SLB8M

statement of probabitity mass function
Detersmination of memy wnd veriance

Lielarmur aion of moue :
Determination of nroment generating function
Detormination of cumnlant gensruting fitnction



11.6

1.7
1i.B
11.%

Statement and proof of reproductive property of indepeadent
Psoisgon randem variables {two randotn variables)
Recurrence relstion for central moments and probabalities
Poizson approximation to binemial distribution

Exampies and probiems

BOOEKS FOR REFERENCE

{1) Elementary Probability Theory with atochastic Pm;':esses
By Chung K L.
Springer International Student Edition

(2) Elementary Probability Theory
By Devid Stirzaker
Cambndge Univeruity Press

{3) An Introduction to Probability Theory and ite 2pplirations
By Teller W.
Wiley
(4} Probability
By Pitman, Jim
Narosa Publighing House.



PAPER Il

STATISTICS PRACTICALS

Prerequisite: The knowledge of topics tauéht in the theory papers.

Objectaves: The main objective of this course i3 fo prepars the students to apply the
statistical techniques learned by them to real life situations. At the end of this cousse,
students are expectad to be able to do the follawing: -

{1}  Present the given data in tabutar form.
(2}  Present the given data in diagramrnztic snd graphical fnrms
(3} Determine some eleruentary statistical mearures by using algebraic
- and graphical methods.
{4) . Decide the amount of iinear relationship betwesn two wvariables and
' determine functional form of relationship. :
{£5)  Determine ® functionad relationship for non-itwar ra'atmnshlp
) - between two veriables.
(6)  Fit s speecified probability distribution 10 given duta. .
{7)  Drmv armdom sample from a spscified probability distribution. -
NOTES
(1} - The ivlal v wits O poimivi vaddaingfion shal] be
5 {five) howrs,

(2)  The practical exemination will conzists of total 100

Marks. Of the 100 marks, 10 marks shall be reserved

for viva-voes pod 19 marks for practical journal,

Thng the prastical paper shail acteally carry 30 marks.
(3)  The exemination shall be execulad inio hwo parta.

. Dursticn of each part shall be TWO & HALF HOURS.

(4)  Each part will cary maximuam 40 marks. A student will

have to solva two questi ooz out of four given questions.

Feach gnestion will carry 20 marks.
()  Students mnat cumpleté all the practicals to the

satistaction of concerned teacher,

(6)  Students must produce at the time of the practical examination the

laboratory journal of practicala completed alongwith the eompletion
certificate gigned by the roancernad tescher and the Hend of the
Depaitime .

DETAILED CONTENTS OF SYLLABUS

PRACTICALS FOR PART -1

{1) Conztruction of tebies fram given rew informetion (Up to 3 factlors of claseification is
expected, Students shauld be able fo caleniate snd enpply misaing information in the

tab]es)

(i1F)

]



(2) Construction of din,gmmn fetrants mitinle wibkAided bar diagrmm md pie dtﬂg!'ﬂ.m
are sxpected). (1D

(3} Coenetruction of frequenvy eno curaglative fequency lietribition thoir raw data
(stndesitc should be sble to cecide the number of clagsss, class limits and olase
width}."onstruction of bistogran:, frequency curve, frequency polygen. ogives from the
frequeney Gistrititon, 2P

(4) Computaticn of Ak, GM snd HM ugeruped and grauped data (Problems
hased on  omly  ruw  defa  wnd Fequeney  dimiibulion  are expected.
(117

(3) Comgrimtztion of memvn, wode amd - mites {quitlop, desuse and percentilos) haced
af glgebrate ard graghicad petlvds, Meebtros based on only raw date and frequency
diziribition gre expected ). 2P

(6} Computation of rungs, quastile deviition, mean deviation and standard deviation and
their coafficiants for ungronped and gronped daza (Probiems based on oy raw data
wid Frequency dishbution are expected ). 2P

(7)  Computation of ravw and ceatra! wraems, Wurl prarion's wad Eowleve caefiicient of
siewnesd, cosfficrent of shewwnesws and kirosis bared 08 womonte for unprouped
and grouped data (Problems basen o oply raw data sad frecuency distribution are
axpacied.) . 2P

PRACTYCALSE FOR PART .IT

{8) Drawing of a randosa sarple by nsing simple random garspling stratyfied random
sampling and systeriatic random sampling, (1P

(¥} Computaticn of protuet wioment -omrolation coefficiest znd regression lines for
ungrouped datz {Proidems based on onfy raw data are expected, Students should be
able to determine esplaned sod unexplained vuriations, standard error of estimate and
estimation of unknows vabue by using regreasion equations). 2P

(10) Construction of bivariale fregency distribution, eomputation of product moment
correlalion  cosfficiemt  and  regression  lines  for grouped  data

| 3]
(11} Fiting of non linear curves \Students are expected to fit the curves i}j,ﬂaw‘{m'fc:’: {1i)
y=ax" (i1} y~ #b". {Prokileve based on anly row dels are expected) 25

{12} Fitmg of ‘wpoml  digwibution  awd  model sampling fiom  binomia}
distribtition.{Fer model samplive parameter valer shoutd be explicitly
gpecified ), 2P

{13) Fitting of Poigson distiibution zud mode! sampding fivm Potzson distribytion{ For
model  sampling  parancter  valzes  should  be eaplicitly  specified.).
(25

Remwri: - P tiwlicates Pructical seriod. One practicsl period fs eqtibvalend to 3 cock
hours,

b
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