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NORm MAHARASHfRA UNIVERSITY, JALGAON

Syllabus for S.Y.B.Sc.

STATISTICS

(W.E.From hme, 2003)

Syllabi in Statistics at S.Y .B.Se. collldst of three papers, each paper carries 100 marks as follows:

• PlIpCl'l: Continuous Probability Distributions.

• Papel'll: Applied Statistics.

• Paper III : Practicals in Statistics.

(._ The syllabi will be effective from June 2003.

The fullowing notations/conventions are used while preparing the syllabi.

I.l: Population mean

(J: population standard deviation

p : population standard deviation

n : Population proportion

$' "= --..!..- i;(x, - p)' :Population mean square
N-I •.•

, t ~ ~,S 0 --.l,.(X, -X) :Sample mean square
71-1,'"
1 • .

S' :=-LeX, - X)': &Jmplevariance
n«

. Paper I: Continuous Probability Distributions

Prerequisites: The knowledge of the topics taught at F.Y.B.Sc. in Statistics.

Objectives : The study of discrete random variable and its probability distribution and related topics
WIl!lintroduced IIIF.Y .B.S<:.This paper is introduced to continue the study of probllbilitY distribution
and related topics for continuous random variables. The following objectives are expected for tbis

COurse:
• Introduction of the concept of continuous random variable and il.!i related topics such as

probability dellSity function., distribution function., IOODrent genefllting function., cumulant
generating function., expectation of one and two dimensional random variables, margina1 and
conditional probability distributions.

• Study of continuous type standard probability distributions, their properties and application in real

life situation'!.

• Study ofsampUng distributions of some standard statistic.

• Study of tests of significance and their application'! in re:allife situations.



[8L,8M]
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Unit 1. Mathematical coacepts

1.1 Definitionofgamma and beta function.

1.2 Different mimi of gamma and beta functions.

1.3 Rela1ion bctwe= gamma and beta t\mctions (Statement only).

1.4 Expression lIDddiscussion ofconvagence urthe fullowing:- e\ c.•.•log(l+x), k1g(l-x),

(1-x)"", (I +x"'., tal xk(Statement only).
~

l,S Cauchy-schwartz inequality for real numbers (with proof).

1.6 Concept of orthogonal tnmformations and Jaoobian of transformation.

1.7 Some elementary examples and problems.

Unit 2. Unwarlate cOlltinuons dilItribatioDs [8L,8M]

2.1 Definition of (:ontinuous sample space, continuous raR:lom variable, functions of
continuous random wriable, probllbility dell.'lity function, distribution limction, statement
of properties of distribution function.

2.2 Expection of a random variable, expection of a function of a random variable, moments,
raw and centra1 moments, evaluation of moment generating function, cumulant
ge..,ulting function.

2.3 Mode, Rllldian llDdquartile!.

2.4 Transfunnal.ion of variables, statement of theorem, probability density function o€simple
moootone functiofl'l and probebility density function o[Y'''X

l
only.

2.5 Examples and probieIrul.

Ullit 3. Binriate contiauous probability distribution [8L,8M]

3.1 Joint probability density function, evaluation of probabilities of n::gion bOlmded by
straight line and circle.

3.2 MaigiDal and conditional distribution

3.3 Expection of gO{,Y), IIJ)ments of bivariate distnlution conditional expectation,
regl'l:3SionWia conditional expectation, correlation coefficient. oJ

3.4 Probability distribution of function of bivariakl random variables using JlICObian of.......-••...
3.5 Independeuce of two random vsriable:s. statements of extension to n (>2) random

""""' •...
3.6 Theorems ofexpectations:- E(X+Y) ~ E(X)+E(Y) and E(XYrE(X)E(Y), X and Y

independent. Statetncnt of extensions of allow theorems to n variables.

3.7 Examples and P'Oblcms.

Ullit 4. Uniform (ReetallcuIar) Distribution.

4.1 Probability density function

[4L.4M]

J(x)" 1
b-a

" 0
Notation X - U(a.b).

a<x<b

otherwise



[IOL,IOM]
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4.2 Distribution function, mean' and variance, moment generating function, rt' moment

about origin. !
,

4.3 Standard fonn ofunjfunn distn1:lution.

4.4 Unimnn (0,1) distribution of F(X) where X is continuous type random variable with
distribution function F(.). Application to model sampling.

4.5 Examp!ell and problems.

Unit 5. Normal distribution.

5.1 Probability density function

-oo<x,P<OO

0">0

[4L,4M]

x~O,B>O.

NotationN(p,u')

5.2 Identification of parameters J.I and if, nature of probability curve, symmetry of the
distribution, point of inflection.

5.3 Mean, median, mode and van.nce.

5.4 Moment generating function, cwnu1ant generating furn:tion, moments. recurrence relation
for central moments, ~l> lh. 7" r,and standard normal distribution.

5.5 Additive property. oomputation of probabilities using normal probability tables.

5.6 Normal approximation to binOmial and Poisson distn'bution, distribution of a square of a
N(O,I) variate.

5.7 Examples and problems.

UniU. Exponential distribution. ~

6.1 Probability density function !
,

I I
J(x) ~ -exp(-x I 0)o

6.2 identificlltion of the pllI'lIIDCler;I1lltureof the probebility curve.

[4L,4M]

6.3 Moments. moment generating function, C1!mulant genenuing function, distribution
function, median and quartiles.

6.4 Lack of memory property.

6.5 Examples and problems.

Unit 7. Gamma distribution.

7.1 Probability density function

x~O;a,.:l.>O
.A

J() 0" -ar A-IX ~--e X
qA)

No/a/ion X - G(a,A)

7.2 Nature of the probability curve. special cases (a) a.=1, (b) ~=l.

7.3 Moment generating function, cumulant generating funclion, moments, CIJmIJIants, mode,

r"rl-



[6L,6M]

O<x<l; m,n>O.

-----

7.4 Distribution oftbe sum of n identically independently distributed exponential variates. 4

7.5 Additive property of gamma mndom variables.

7.6 ElWIIples and probkms.

UBit 8. Beta distribadoll of fint aad HOOlld kind.

8.1 Probability density function of beta distribution of first kind.

Xm-l(l_x)n-t
f(x)=~-~~ -

B(m,n)
Notation X - B,(m,n).

8.2 Probability density function ofbetadistribution ofsecom. kind.

1 xm-1
f(x)=- ----

B(m,n) (l+x)m+n

Notation X - Bl(m,n).

8.3 Re1lltion between two kinds of variates.

8.4 Mean, ~. m.x1e, t' mw roomeD!.

8.5 Examples and problems.

Unit 9. Chi-squ.re distribution.

O<X<<:O; m,n>O

(6L,6M]

[6L,6M]

9.1 Definition of i variate as sum of 9C[lllIfesof n identieal1y independently distnbuted
staDdard normal variates.

9.2 Derivation of Probability density function of 'l with n degrees of fieedom (using
IDOfl)£n1geu:(a1ing function).

Notation: X - ten)
9.3 Nature ofprobabilliy curve.

9.4 Use ofX2tables for calculation ofttle probabilities.

9.5 Mean. varitu¥:e, rmde, Immcnts, r" Y,.mgf,cgf.

9.6 Normal approximations of 'ldistriOOtion

9.7 Fishers normal approximation of"l distribution (statement only)

9.8 Examples and problems.

U.it 10. t_distribution.
10.1 Definition oft sllIlistic with D degrees of freedom in the fOrm

X U; where U is N(O,t)and V is i variate witbndegrees offieedom,

U lIl1dV are iodependmt.

10.2 Derivation ofProblbilily density function oft variate.

Notation: X -t(n)



,
-'/- 10.3Nature of probability curve.

'.
lOA Mean, variance and moments.

10.5 Statement of nonnal approximation to t distribution.

10.6 Use of t probability tables for cak:ulations of probabilities.

10.7 Examples and prob~ll)l;.

Unit 11. F-distributiOD.
11.1Definition ofstlltmic F with Dl and ill degrees of freedom lIS

[6L.6M]

5

where U and V are independent 'x:variates with n1 and ill degrees ofx = o/n.
'In,

freedom respectively.

11.2 Derivationofprobability density function ofF variate.

Notation: X - F(nt.Il:!)

l.~- 11.3Nature of probability curve.

11.4Mean, variance, moments and mode.

1l.5 Interrelations among nonnal.1.2, t and F.

11.6Use off tables for calculations of probabilities.

11.7 Examples and problems.

Unit 12. Sampling distributioDli. [IOL.IOM]

12.1 Random sampk from a continuous distiibution as i.i.d.r.vs. XI.X<!•... X~.

12.2 Concept ora statistic, sampling distribution ofa statistic.

12.3 Sampling distribution of sample mean when a sample is selected from normal,
exponential and gamma distn1lution.

12.4 StlI1ementora central limit theorem fur real numbers with applications related to only
tests.

[24L.20M]

_ 1 -
12.5 Joint distribution of X and S2 == - L(X, - Xl for a sample from normal

n
population using orthogon. 1 transformation.

12.6 Examples and problems.

Unit 13. Testing of Hypothesis.

13.1 Introduction, notion of hypothesis, statistical hypothesis, null hypothesis, two types of
errors, critical region, critical value, level of signifu:ance, test of hypothesis, one tailed
and two tailed tests, general procedure of testing of hypothesis, discussion on examples
bssed on detennination of types of errors, critical value for given test.

13.2 Large sample tests (rests based on nonnal distribution).

1) Ho:fJ=p •• H,:p*p •• p<po'P>Po'

2) H.:1i, =p.,. H,:1i, #.P2'Ii, <P2' Ii, > p,.

3)H.:ll=D •• H,:ll#.ll••ll<ll ••ll>ll •.
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Paper-II: Applied Statistics ,

Prerequisites: The knowledge ortlle topics taught 111F.Y.B.Sc. in Statistics.

Objectives : This papex iB introduced to provide elementIiI)' introduction of the quantitative
techniques involving mathematical and statistical tools. After the completion of this course, students
are expected to fulfill the fullowing objectives:

• Determination and use of muhiple regression, multiple correlation and partial correlation fur
real lire situatioll'5.

• Study of sampling methods to estimate population characteristics under various situations.

• Application of probability and probability distributions in decision making problems and
quality control problems.

• Study of analysis'of variance to test homogeneity of several means.

• Study of optimimtion techniques in distribution and asslgl1Ill.entproblems.

Unit 1.MultipleRegression(trivariate caseonly). [5L.5M]

l.l Concept of multiple regression, Yules notation and fitting of regression planes by
the method of least squares.

1.2 Partial regression coefficient: Definition, properties and interpretation.

1.3 Residuals: Defmition, order, properties, derivation of variances and covariances.

1.4 Necessary and sufficient conditions fur the coincidence of the three regression
planes.

1.5 Examples and problems.

Unit2.Multipleand Partial Correlation (trivaraite caseonly). [8L,8M]

derivation, interptetation and

2.1 Multiple correlation coefficient: Defmition, derivation, interpretation and properties (i)
OSRij~ SI,(ii) R•.k ~rii

2.2 Partial correlation coefficient: Definition,
properties (i) -I ::;;rij" S I, (ii) bfik.b'k = b~.k

2.3 Examples and problems.

Unit3. SamplingMethods [18L,18M]

3.1 Simple random sampling with and wilborn replacement; Definit. . I .
"""bab.lil" Definij" f 'On, me uslOnr--_ I Jes. Ion 0 population mean, population total and population,~-

3.2 Proofofthe following results:

I) Sample mean is an unbiased estimator of the population mean.

2) NX is an unbiased estimator of population total.

3) Sample mean square is an unbiased estimator of population mean
Sq_.



4) Var(X)", (N-n)XS' andSE(X ) inCll!IeofSRSWOR.
Nn

5) Vat( X ) = (N • I) x s' and SECX ) in ClIlICof SRSWR.
Nn

3.3 Simple random samplingwithout n:placement for proportions.

Notation used: P Sample proportion, n Population proportion.

3.4 Proofoftbe following results:

I) Sample proportion is an unbiased estimator of population proportion.

2) N P is an unbiased estimator of N n.

(N-n) II(!- II)
3) Var(P) = .. ex . . and SE(P).

N.l n
3.5 Stratified sampling: (a) slratified sample as II sample drawn from individual strata

using SRSWOR in each slndum, (b) X.8.'1 an estimator of population mean and

NX. an estimator of population total and standard error of these estimators.

3.6 Problem of aUocation, proportiollll1l1nocation.optimum allocation, derivation of
the cxplession fur the standard errors of the usual estimators when these
alIooutionsare used.

3.7 Guin in precision due to stndification comparison amongst SRSWOR,
stnrtificalion with proportional allocation and strutification with optimum
allocation.

3.8 Cost and varian:e analysis in stratified rlllldomsampling, minimization ofvariance
for fixed cost Minimization of cost for fixed variance.

3.9 Optimum a1kK:ationas II particu1llr case of optimization in cost and variance
analysis.

3.10 Examples and problelllll.

Unit 4. TrauportatioD and Anicnment Problem. [20L,20M]

4.1 Definition of (i) II feasible solution, (ii) IIba!lic feasible solution ami (iii) optimal

"""'''''-
4.2 Stllteme'I1tof transportation problem, balanced and unhaJanred transportation

problem.

4.3 Methods of obtaining initial bask feasible solution:

I) North west corner method.

2) Method of~trix minima (leasl cost method).

3) Vogel's ApproximationMethod (VAM).

44 Optimal solution of transportation problem using uv (MODI) method, unique~
. and non uniqueness of optimal solution. Degeneracy and method of resolvmg-,.
4.5 Variants in t:ranspOrtalionproblem: No allocation in a particular cell, mw<imization

probkm.
4.6 Assignment problem: Statement of l15Signment.pmblem,~lation 10transpOrtation

problem aOOsolution of assignment problem usmg Hunpnan method.

8



-;.. •
4.7 VariatioIlll of the assignment problem: Unbalanced assignment problem,

maximization problem, restrictions on assignments and alternate optimal solutioa
4.8 Examples andproblems.

Unit 5. Statistical Process Control.
[24L,20M]

[6L,6MJ

['L,6M]
7.1 Meaning of statistical decision theory, acts, states of nature. outcomes, pay-off

and opportunity loss (or regret).

7.2 Decision making environment: Decision making under certainty, decision IIIlIIting
under uncertainty and decision making under risk.

7.3 Decision under uncertainty: Decision rules (i) Maximax (optimjstic) criterion, (ii)
Maximin (pessimistic) criterion, (iii) Minimax regret criterion and Hurwicz
criterion (criterion of realism).

7.4 Decision under risk: Decision rules (i) Expected value criterion and (ii) Expected
opportunity Joss criterion.

7.5 Construction of Decision tree.

7.6 Examples andproblems.

5.1 Introduction: Meaning and purpose of Statistical Process Control, quality of a
product, need of quality control, chance and assignable causes of variation.

5.2 Control chart: Statistical basis of corrtrol chart, 30 litnits. justification 0£30" limits
and criteria for detecting lack of control.

5.3 Control charts fur variables: Preliminary decisions, construction of control chart
for the mean and range when (i) standards are given and (il) no standard given
Revised controllimils, interpretlltion from the charts and detemtination of process
mean and standard deviation from the charts. Applications of charts.

5.4 Control charts for attributes:

1) Control chart for fraction defective: Preliminary decisions, constrnction of
control chart when (i) standards are given and (n) no standard given. Revised
control limits, inter.Praation from the chart and standardized control chart for
variable SllIllpksize. '

2) Control chart fur munber ofdefuets pet' unit: Prelimiruuy decisions, construction
of control chart when 0) standard given and (il) no !!landard given. Revised
control limits, interpretation from the chart and applications of chart.

5.5 Examples and problems.

Unit 6. Simlilation.

6.] Meaning ofsimulation.

6.2 Mvantages and disadvantages of simulation.

6.3 Monte Carlo technique ofsimulatioll.

6.4 Examples and problems.

Unit 7. Statistical Decision Theory.



Uait 8. Altalysis ofV.rl ••«. IISL,ISM]
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11.1 Coocept of analysis of variance, chance and assignable causes of variation.

8.2 Model fur one way classified data. Asaumptions and interpretation.

11.3 Model for tM:l way classified data. Assumptions and interpretslion.

11.4 Concept of mJOlution of total 811mof ~ into components for one way and
two way models.

11.5 Analysis of one way model: Estimation of parameter!!, expected values of mean
5Ulll of squareJI. hypothesis and its inteqm:tation. Preparation of Analysis of
Variance table.

8.6 Analysis of two way model: EstimRl:ion of~ers, expected values of mean
sum of lIqllllres, hypothesis IIl'ld its interpretation. Plepuration of Analysis of
Variance tahlt.

8.7 Examples and problems.

ltefen.ce books

1) FUDdammtals of Mathematical Statistics by S.C. Gupta and V.K. Kapoor

2) Fundamentals of Applied Statistics by S.C. Gupta and V.K. Kapoor.

3) Imroducrion to Stldistical Quality Control by Douglas MontgonLlY.

4) Operations Research by Kanti Swarup. P.K. Gupta and Man Mohan.

5) Statistical Methods by G.W. Snedeoor and W.O. Cochran.

_ ..._._.._..._. _.._.._-_..-.._ ...._ ...•.•..

•
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Prerequisite:- 'The knowledge of topics taught in the theory papers

ObjedivCll:- The main objective of this courne is to prepare the students
to apply the Statistical techniques learned by them to real
life situations.

•

•
Paper-III: Practicals in Statistics

I.

2.

3.

t; 4.
5.
6.
7.
8.
9.

Note:-

(I) The total duration of practical examination shall be 5 (five) houtS.

(2) The practical examination shall consist of total 100 marks. Of the 100 TIIlll'ks.10 marks shall be
reserved for viva-voce and 10 marks for practical jownal. Thus the practical paper shall
actually carry 80 nwks.

(3) The examination shall be executed in two parts. Dmal:ion oreach part shall be TWO & HALF
hours. Each part will carry maximum40 marks. A student will have to solve two questions out
offoUl' given questions. Each question will carry 20 marks.

(4) Each student must: complete all the practicals to the satisfaction ofconcemed teacher.

(5) Eacb student must produce at the lime orlhe practical examination, the laboratory jolJI'lll11of
practicals completed along with the completion certificate signed by the concerned teacher and
the Head of the Department.

PRACTICALS FOR PART- I

Fitting ofNonnal distribution (At least 10 classes are expected).

Model sampling from NOITIlllIand Exponential distribution (PlU'lIIIlCtersof the distribution
should be explicitly spe<:ified).

Applications of Normal and Exponential distribution ( Problems describing real life situations
are expected).

Large sample tests ( Ail the test specified in paper r are expected ).

Test based on t distribution (All the tests specified in paper I are expected).

Test based on.l distribution (All the tests specified in paper I are expected).

Test based on F distribution (All \be tests specified in paper r are expected).

Muhiple regression ( Problems based on only raw data are expected ).

Muhiple lIJldPartial com:lation (Problems based on only raw data are expected).

PRACTICALSFORPART.D

10. Analysis ofvariance (one way)

11. Analysis of variance (two way)

12. Simple random sampling (Estimation ofmean lIJldSE)

13. Straiified random sampling (Estimation of mean, SE. Determination of swnple size using
Proportional allocation. Neyman allocation. Optimum allocation).

14. Stratified nmdom swnpling (Cost lIJldvariance analysis)

15. X bar lIJldR chart (Probl~ based on only fa,W data are expected).

16. P and C chart (Problems based on only raw data are expected).

!!O!!O!!O!!O!!O1!O!!O!!O
\\,ho\dIPPP'lSCIFACUL TYlST ATlSTICS\sybsc-paper-3.doc

'- .
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