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SYLLABUS FOR SECOND YEAR

F'OM

Paper al Distribution Theory

1. Univ~riate Discrete & Continuous Probability Distributions.
l.! Definition of count ably infinite sample space with

illustrations.

1.2 Random variable (r.v.) Definition_biscrete random variable.
continuous random vari~ble, probability mass function (p.rn.f.)
prqbability density function (p.d.f.), Distribution function.
properties of distribution function.

1.3 Expectation of a r.v., moments, relation
central moments (up to fourth order).

between'raw and
. .

i}
ii)

.iii}

1.4 Definition of bivariate continuo~s probability distribution.
marginal and contitional pistributions. independence of twoc::~' .•

'J r.v.s.; Theorems._onexpectation.",.
E(ax :t:: by) '" aE (x) r bE (y)

E(ax • by) = abE (xl E (y) for X,Y independent r.v.s.

g';'nerating function (l'..;F), properties of MGF1.5 Moment ~

Effect of chang~ of v~igin & ncale.
Statement of uniquene~s proper~y.
HCF of sum of two independent r.v.s •

function (CGF): Definition of CGF &1.6. Cumulant generating (up to forth order
relations of cumulants with moments.

only). Properties of CGr, ~cale (ii) Additive
he of o:::igin& ""(i) Effect of c ang

property of cumulants. continuous
Mcan deviation forQuartiles and ~1.7 Mode, Median,

1.6

r.v.

p.d.f. of simple functions of Buch as Y•• AX+B,
2Y=X

m> 0

I
I
I

•

XY=log X., y= e
1 s & Problems.1.9 Examp e. .

distributions:Some Standard discrete2. i
Poissoo.distribU:mon mX , x=O,l,2

2.1 pmf : p(x=x} ~ e Xl.
••••
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poissonindependent~co n

cap.
pt:opertyAdditive

Mean, vaICiance, HGF,

& its eytension'.'
r.v.S•

,.<
u

for probabilities.relationRecurrence 1
for ICaw & centrarelationsRecuI:rence

momentS.

,..~erepoisson

'.6
'.'
'.B

Mode.
of X given (X+Y)), distrirt>tionConditionaJ-

as a limiting form ofpoisson distribution
dist:l:ibution•

. s of real life situationsIllustJ::atl-on
distribution is,applicable.

the binomial

2.10

3.

3.'

Examples and ~roblems.

Geometric Distribution:
pmf1 p(x",xl = c{p, X",O,
Distribution function.

1,2 .•.. , 0,

3.'
3.3

Moments, MGF, CGF.
Geometric distribution
of memory properity.

as a waiting time cistICihution. Lack

3. < Examples and Problems.
4• Univariate distributions.Some 6tandard 6ontinuous

Normal distribution:

Nature of

=zA(<'=
C/O

_ Cto .( x.. L 00

&b~
_ 1 L

Hx.)-G~
Identification of
probability curve.

Properties of the distribution, Distribution function.

4.1.

4.3
4.4
<.5
<.6
4. ,

4.B
<.9
4.10

Mean. Variance, Moments.

MGF, CGF, cumulants, 12 ~1.-' ~ , Yz-"',Recurrence relation for central ~oments.
Additive property.
Computntion of probabilities using normal probability tables.
Normal approximation of binomial & Poisson distribution.
Standard normal distribution.
Examples and problems.
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5. Exponetial distribution;

-.

5.1 pdf

Identification of

;{"50
~70

parameters, Nature Of probability curve.
5.2 Moments, mgf, cgf, distribution function, median, quartiles
5.3 Lack of memory prop~rty.
5.4 Examples and Problems.

------------END OF THE TERM _

6. Gamedistribution:

i) ./. >=1,

ii) 'A =1 (Exponential distribution)

6.1

c.

p.d.f. of ~amma distributicn
f-{.X)':::' # e.-.(X _)(K-l

'r- .
Notat~on; 'X...-.....G- ~.) J

6.2 Special cases:

(Two parameter form)
O~ 'JC.( VO

6.3 Mean, Variance MGF, CGF, moments, eumulants. mode, 1; and ~
6.4 Additive property.

6.5 Distribution of the sum of I. i i d. exponential variates.

6.6 Relation between distribution functions of Poisson & Gamma
variates.

6.7 Recurrence relation for ,central moments.

6.8 Examples and Problems.

fYl,f\"/O

7. Beta distributions of first & second kind.
7.1 p.d.f. of Beta distribution of first kind

, - X"'-I ll-.:<J"'-I OL. :>C~ 1
r()(..)--~(M,Y'I) rv-~n >;; ,
Notation: ';(rJ ~I (fr'>, \1)
p.d.f. of-Seta distribution of second kind
c [)<.) - ,c'" -I 0;;'X <., - jn.~~-_~O~)~cr,~."><"')-;;M'-.""
Notation: ().( fI)

'f, ----' t'1.. \..<r') I

7.2 Relation between two kind of variates.

7.3 Mean, variance, mode. The r th raw moment.

00

7.4 Distributions of X/Y and X/(X+Y) where X and Yare
independent Gamma variates.

7.5 Examples and Probl,ems.
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8. Chi_square distribution
. ~~ ~~ ~um nf squares of n8.1 Definition of chi_square varLa~~ yO ~ ~

i.i.d. standurd normal variates.
f hi With n degrees of freedOm8.2 De,ivation of p.d.__ 0 c _square

(usi n9 M::;1")

8.3 Natur~ of rrobability curve.
3.4 Use of chi-square tables fer calculation of probabilities.

8.5 Mean, variance, mode mgt, og£. ~~ments. ~ , )(1-

8.6 Aoditive property.

8.7 Distributions of

chi-square variates.

8.A Examples and Problems.

t_distribution:

,x,,x, where x', & X',
independent

..1

with n d.f. in the form of

is a c'11-square
u and "~are independent

"'

DGfinition of t_statintic
J. - -:::0 ,-...--
L - ••.(J~'-') I f') 1-

,.,.hereu is N\o, 1),:{• c.
varlate with n d.£o & variates.

9.2 Der~va~;on oE p.d.f.

9.4Mean, vari~r~c& mom~~t~.
9.5 State;;;cnt of :,ormal apPl"".:iI:ntion to t c1istribution.

9.6 Use cf proba~ility table~ Ear calculation of probabilities.

9.7 Examples ane.Proble::!s.

10. F distribution;

10.1 Definition of F with nl and n2 degree of freedom ascF- ",_)<.;,Ihl
nl"'V~lLl:(

t. 1.-,,'" 11~_
where K,c{Xl-are independent chi-square variate with
nl & n2 d.f. respectively.

10.2 Derivation of p.d.f.

10.3 Nature of probability curve
10.4 Mean, variance, moments, mode.
10.5 Inten:elations amongnormal,chi-square, t & F variates
10.6 Use of F tables for calculation of probabilities.
10.7 Examploc and problems •

•• •xxx •••
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PAPER II : MATHEMi\TICl\.L STATIS'l'ICS

1. Gamm~ & Beta functians.

co

om.> 0
(l_x)n-l
x .....,-,
, ..••x ) "In .••7)

1.1 Definition of gamma function
I.(h),,= [:e,;K. x..n-I J)<...- Vl.>O

Recurrence j~lation (~erivation)
1 ("'+1) = Y1 1 (')0)

E. --mat,ion 0;' :::nteg_rals rQ.Lated to gamma function such
,) rQJe-e,x x-n-I dO( ii'> r_Q:>(2- b_f

0-' /0"> e. x.J ><:.
1.2 Definition of 20ta function,

(i) B (m,n) =/m-lJX
(ii)f~ (m,nlO= 5=

, 0 (propertieG.

" (m,n) = e (n,m) ...
e (l/?, -\12) 7\

, 1.3 Relation betwccn~ma'- ~) (n)
3 (m, nl =

~+n),
1.< ExaIT.plelS l; ProblGms.

& beta functions

,

"
2. ouble Integrals:

2.1 Evaluation of a double integral with repeated integral
(statement only). Evaluation of simple cauble integrals
over regions boun<icd by straight lines.

, .
2.2 Trur.sfo~mation of variables including rec~angular to polar,

Tr'O.nsforl7la::;.o:l0" :n-,g:'_nof integration, ,Jacobian. of the
t_~,msfo::ro?cd.Of1,E-.'"Clluaticno~.~ouble integrals usi~g -c'

transf0~mGtio~R.

U 2. 3 EX<::;:'I'l"" "'-nd ?.•oblems.
•

3. Nultiple Regression (trivariate case_sample data only)

3.1 Yule's notation.
3.2 Fitting o~ Regression planes by the method of least squares.

Definition ~f partial. regression-coefficients bij.k, and
its interpretation.

3.3 Residuals: Definiti~n, Ordef' Derivationcgf~vari?n~~~ &
Co_variances.

3.4 Examples and Problems.

,~.•. 6.-••
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correlation

of multiple correlation coefficient Ri-jk as the

cDeffici~nt between a variable &: its best linear

4. Multiple &:
only}

4.1 Defini-tbn

Partial correlations (trivariate CaSe. sample data

estimater.

4.2 Derivation of the formula for the multiple correlation
coefficient in terms of co_factors of the correlation matrix.

and simple correlation coefficients.

4.3 Properties of multiple correlation coefficient

( 0)

4.4 Interpretation of
(a) Ri. jk = 1

(b) Rio jk = 0

4.5 Definition of partial ~orrelation coefficient rij.k as

correlation coefficient between residuals.
4.6 Derivation of the formula for rij.k. in terms of the cofectors

of the correlation matrix and simple correlation coefficients.

4.7 Properties ~f parti~l correlation coefficient:

•
.j

(a) -1 ~ rij.k ~ 1
(b)b.ji.k. bij.k. =

4.6 ~xamples and problems.

~
rij.k.

5. Sampling distributions.

5.1 Random sample from a continuas distribution as i.i.d.r.v.s.

5.2 Notion of statistics

illistrations.

Sampling distribution 6f T (Xl' X2 ••~•••Xn)Distribution
of sample mean x from normol, exponentiol & Gamma distributions,

Notion of a standard error of a st~tistic.

5.4 Examples & Problems •

•••••••• END OF THE TERM••••••••••••••
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6. Tests
c. , Notion of h hypot esis, null hypothesi~. .~ alternative

hypothesis C:citi c;al region, Level of significance. Test of
significance, onc & two tail tests.

7. Large sample Tco~~(~~~~ Two-tail tests)

7.1 Ho ''-\ = -'10 H, '-' ;to. "0,
7.2 Ho '4, = ,,~ H, ,

'" " <h
7.3 Ho , P = Po, H, , P '" Po
7.4 Ho , PI= P2' H, , P, jo- P,
7.5 Examples ano problems.

8. 8me.ll siJITlpletests;

8.1 Tests ba~~d on chi-square cistribution

(1) '.rest for ,independence £ i (o att ributes Yate's correction

not expected) (ii) Test of goodness of £1t.
• L

(iii) Tests for 6 = 60 for.u known & unknown

8.2 Tests based on t_Gistributi~n.

1. Ho I At"'.t!o against H ,,
Ii. Ho ,UI"'J.!,. agal nst H, ,
iii. Ho , g~o <lgainst H, ,

8.3 F test £0'

D,~
~

Ho , - 6.

A..\ =F M"
lUI 'f-'-1..l2. ~ po;1'~Jt- tQst

f~o

8.4 Examples anc Problems.
9. Interpolation:

9.1 The operator.&. 6<E. Their simple properties and inter-
rolations.
Construction of cifforenco table. Fundamental theorem of
finite differences: Xf f(x)is a polynomial of nth cegreo them,

L!: f(x) = constant.
9.2 Interpolation for equal and unequal intervnls, Newton's

forward difference formula and La~range's formula(without
proof) •

9.3 Examples ane problems.

10. Numerical Integration:
10.1 Derivation of ~ucral quaGrQture formula. Derivation of

trapezoidal rule.10.2 bimpson's 1/3rd and 3/8th rules as particular cases of general
quadrature formula.

~.?_-
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'0 3 Examples and Problems ••

,.
,.

,.

List of books recommendec;
., 'statistics by R.V.Hogg &Intr~C~ction to mathcma~ os

.'•• ::;.l3'r0.1g.
. t" b" MoodGraybill & Boes.IntrQ~uction to theory of statls lOS J

. 'C~ M' ~.C.Gupt~& V.K.Kapoor.Mathematical StatlsLl ~ ~J -

Mathematicsl Statistics by B.D.Gupta & O.p.Gupta

CalculUS of finite differences by H.C.8axena

c. CalculUS of finite differences & numtlrical analysis.

Note:

Paper III PRhCTIChLSI-
1 te all the practicals in each1. Students must camp e

practical paper to the satisfaction of teacher concerned.

2. Students must produce at the time of the practical examination

the laboratory journal alongwith the completion .certificate

signed by the Head of the Department.

3. Of the 100 marks for each Prilctica! cxar:lination, 10 marks shall

be reservec for viva-veca an~ 10 marks fnr Journal.

Practical paper shall actually carry 80 marks.

4. The curation of pra~cical CXtlm. will be 3 hours.
Title of the Experiment. ,_

Thus the

1. Multiple Regression; Fitting regression planes for trivariate

data given the sample means, varianczs ane correlation matrix.

(computations of moans, variances, correlations from raw data
are not expected)

2. Fitting of regression planes for trivariate data given the sum,
sum of squares and sum of products.'

3. COr:lputation of multiple anc partial correlations from the
sample correlation matrix.

4. Fitting of Poisson Distribution (Cnlculations of expected
frequencies are expected)

•• 9 ••••
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Applications of Foisson and geometric distri~'tion for
calculation of probabilities.

6. Model sampling from Poisson Distribution.

7. Fitting of normal distribution & calculation of expected

frequencies.

8. Model sampling from (a) exponential and (b) normal

distribution. P.d.f._U/@ ?L:?" lJ

H" )'" -to "-
where parameter is explicitly stated.

9. Applications of normal distribution and exponential

distribution for calculation of probabilities.

10. Large sample tests;
(a) P = Po against P + Po
(b) P1= P2 against PrFP2

(ci:J.Ai "'A{" against.AJl."'t'L-{0
(J~.'"At.-t-gainstk 1::F ~

11. Test based on t distribution;

(a)..-4.'"M..o against /--Z i=- Ao
(b).A.-{.r = A..-L2-against.,l-{..,:t- '-«'"1-
(c) \ = 0 against ~ :t: 0

12. Tests based on Chi_square distribution;
(a) 61.; 60'1-- for M known & unknown.
(b) independence of attributes.
(e) test of goodness of fit.

13. Test based on F distribution.

rr:'-~ 6;:
, l' for equal & unequal intervals.14. Interpo atlon

integ-ation (Trapezoidal, Simpson's -31 rule,15. Numerical L

Simpson 's ..1- rule)
~

•••• xxxx ••••
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