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Paper T3 Listribution Theory
1.

Unlvariate Discrete & Continunus Probability Distributions,

1.1 Definition of countably infinite

Sample space with
illustrations,

1.2 Random variable {(r,v.) Definition—ﬁiscr

ete random varlable,
continuous randem variakle,

probability mass function (p.m.f.}
probability density function (p.d.£.),

Distribution function,
properties of distribution function,

1.3 Expectation of a r.v., moments, relation between'raw and

central moments (up to fourth order).

1.4 Definition of bivariate continuous probability distribution,
marginal and contitional distributions, independence of two
r.%.s.i Theorems- on expectétién.

h

E{(ax + by) = 8B (X) + bE (V)
E{ax . by) = abE (X} E (¥) for X.,Y independent r.v.s.

1.5 Moment génerating function (MiF), properties of MGF

1) Effect of changs of crigin & Scale.
ii} Statement of uniqueness property.
4311} MCF of sum of two independent L.v.S.

1.6. Cumulant generating function (CGF): Definition of CGF &
relations of cumulants with moments. {(up to forth order
i £ CGI':
only). Properties o | .
(1) Effect of change of origin & scale (1i) Additiv
property of cumuilants.
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1.9 Examples & Problgms.

} 5
2 Seme Standard dlesorete distribution

Polozson distribution
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7.2 HMean. varlance, MGF, CGF.

r.v.s.
i ios.
2.4 PBecurrence relation for probabllitle

moments.
7.5 Recurrence relations for raw f central

2.6 Mode. |
5.7 Conditional distrikation of X given (R+Y),

14d i nomial
2.8 Poisson distributicn as 2a limiting form of the bi
diztribution.

| - ‘Pplsson
2,9 TIllustrations of real 1life zlituations wrere

distribution is applicable.
2.10 Examples and Troblems.
3. Geometric Distribution:

3.1 pmis plx=x) = qxp, Y=, 1,2 aeans p+a=1, p,qz, O, 'j:;
Mistribucion function. -

3,2 Moments, MGF, CGF.

3.3 Geometrlic distribution as a waiting time é&istribution, Lack
of memory properity.

3.4 Examples and Problems.

4. Some Btardard €ontinuvcus Univariate distributions.
Hormal distribution:
2. _— L
PdF — () oo LM
= ¢ o
_ 1 e — O {LyL.Zlﬁkﬂ
FOe )= ds |
Identlficatlcn of the parameters Ag é% 6" Nature of ﬁi}
probability curve.
4.2 Properties of the distribution, Distribution functiomn.
4,3

Mean, Variance, Moments.

4.4 MGF, CGF, cumulants, ﬁ S (W £3

4,5 Recurrence relation for central moments,

4.6 Additive Property.

4, i -

) ; Computation of probabilities using normal probabliity tables
- Normal approximation of binomial & Poisson distribution

4.9 Standard normal distribution, ‘

4.10

Examples and problems,
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7.

=
5.1

6.

6.1

6.7

G.B
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Exponetial distribution:
_‘;c.;‘@
paf B 0
€ (x )___+ M7
&> 0

Identification of parameters, Nature of probability curve.
Moments, mgf, cgf, distribution function, median, quartiles
Lack of memory broparty.
Examples and Problems,

------------ END OF THE TERM——w— -

Gama distribution:

p.d,.f. Giigammalgfstributlcn (Twoe parameter form)
(X )= X -
Nit’ji r‘;‘t X Of DC L e
ation: )
OB R~ G- ()
Special cases: oL né : A L oo
i) a{ =1,
ii) h =1 (Exponential distribution)
Mean, Variance MGF, CGF, moments, cumulants, rncde,}" and Y
) .
Ad2itive property.
Distributicon of the sum of 1. i 1 d. exponential variates.

RBelatlion between distributlon functions of Poisson & Gamma
variates,

Recurrence relation for .central momsants,

Examples and Problems.

Beta distributions of firs+ & second kind.

7.1

p.d. £, of Bﬁt?‘ﬂistrﬁbution of first kind
: P ST & L VL DC <
F'b'{-,}"" B(M'h) - "‘1';

W, n >O
Notation: B (m, r1)

pPed.f. of)geta distribution of second kind

ﬂﬂ ={

Notatjion: m.,.n 2O
W ﬁ Qﬂﬂ*‘)

Relation between two kind of variates,

Mean, wvariance, mode. The r th raw moment. .

Mstributions of X/Y¥ and x/ﬁx+¥} where X and Y are
independent Gamma variates.

Examples and Problems.

P



g, Chi-scquare distribution

8.1 Definiticon of chi-square wvariate as Ssum of squares of n

i.i.d. standard normal variates.
$.2 Derivation of p.d._. of chl-square with n degrees of freedom
{using M3r)
8.3 Nature of prokablility curve.
8.4 Use of chi-sguare tables for calculation of probabilitles.
£.5% Mean, wvariance. mede mgf, cgf, mﬁments,jﬂ_l'ygﬂ
8.6 Agdlitive property.

8.7 Ddstributions of

p 2
X1 and Xl whers Xi & x% are
2 .
d ndant
Xi + X% XE indepe

chi-sguare wvariates.
B.B Examples and Froblems.
9, +t-distribution:

6.1 Dafinition of t-statistic with n d.f. in the form of
J e

— ———

-
[

u._[j:_""’qfﬂ o . )
where U is Ho o,l},j{p is a cnl-square

variate with n d.f. & u and;{ﬁare independent variatas,
9.2 Deriva%ion o r.d.t.
9,3 Noture of prokobliiity cu-ve.
2.4 Mean, wvarierzoe & moments.
= Statement of logrmal eppro<imation to t distribution.

9.6 Use cf probakility tables for calculation of probabilities.

9.7 Examples and Problems.

10, F distributions

10.1 Definition of F with nl and n2 degree of freédam as

- Kilny
z 2 Y ’%t-
where-khﬂﬁg{bare independent chi-square variate with

nl & nd d.f. respectively.
10.2 Derivation of p.d.f.
10.3 Nature of probability curve
10,4 Mean, variance, moments, mode.
10.5 Interrelations among normal .chi-sgquare, t & F variates

10.6 Use of F tables for caleculation of probakilities.
10.7% Examplos and preblems.

*‘;1
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PLPER II : MATHEMATICAL STATISTICS -

l. Gamma & Beta functions..

1.1 Definition of gamma functian
-){' - F
[(n) = [ e e n >0
Recurrcnce Rélation (Eerlvatlon} '

1(THﬂ)J ¥ }{mﬁ

E. iuatlon 0Z Integrals relsted to gamma function such as

o >0_( Q-qx.xﬂ*!‘ el x u)o_’_{- E"“:“-L xb" of 2

1.2 Pefinition of Bota function

! .
(i) B (myn) =/ m- - '
My 1) .f;m 1 (gex) -1 & myo D > o

(AR (m,n) %= ¢ st
f.;.‘ . 0; (!+K)m+ﬂ 5 E
Droperxties. . S . .
B [m;n} = B ':Il;m) P
B (2. ¥2) = Y
e 1.2 Relation between ma & heta functions

A ) (n)
3{m,n) = fﬁﬁ 2 i

r?%+n)

1.4-Examplés z Problems.
i

Ll

2e " ouble Integral

2.3 LVLlUﬂtlDﬁ of a Louble intEgral with repeated integral
{gtatement only). Evaluation of simple double integrals
over regions bounued by stralght lines.

2.2 Transformation of varizbles including rectangular to polar,
Transformacion of regin of integration, Jacgkian.of the
transformetion, Bvaluaticen of double 1ntegrals using E3

transformations.
G 2.3 Exorplizs and Pooblems.
. - - L

3, NMultinie Rogression (trivariate case-sample data only)

3,1 Yule's notation.

3.2 Fitting of Regression planes by the method of least sguares.
Definition of partial- regression -coefficlents bij.k, anéd .,
its interpretation. .. R

1.3 Residuals: Definition, Order. Dgrivation, of variances & *

Co—va*iances.

3.4 Examples angd Problems.

:1-‘-6";'
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4. Multiple & Partial correlations (trivariate case,.sample data

only} | | o
4.1 Definitbn of multiple correlation coefficient Ri-jk as ine
correlation coefficient hetween a variable &L its best linear

astimakter.

4.9 Derivation of the formula for the multiple correlation

coafficient in ternns of co-factors of the correlation matrix,

and simple correlation coefficients.
4.3 Properties of multiple correlation coefficient
(a) 04 Ri.Jx £ {b) Ri.jk ) rij

4,4 Interpretation of

(a) Rri. jk

1

1
0

{b) Ri. Jk

4.5 Definition of partial rorrelation coefficient rij.k as
correlation coefficient between residuals.
4,6 Derivation of the formula for rij.k. in terms of the cofactors
of the correlaticon matrix and simple correlation coefficients.
4,7 Properties of partial correlation coefficient:
(a) -1 § rij.x £
(b)b.ji.k. bij.k. = r%..j.k.
4.8 Txamples and problems.
5. Sampling distributions.,
5.1 Randeom sample from a continuas distribution as i.i.8.r.v.s.
Xl; 12 ......Xn
5.2 MNotion of statistics as a function.T(Xi, XE""'Kn} with
11listrations.
.3 Sampling Qistribution of T (X, xz...'...xn) Distribution
of sample mean x from normal, exponentiol & Gamma ﬁistrih;ticns.

Notion of a standard error of a2 statistic.

5.4 Examples & Problems.

v+u=s-a=BEBNL OF THE TERM,...
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- 6. Tests

6.1 Motion of hypethesis, null hypothesis, alternative

hypothesis Criticzal region, Level of significance. Test of
Significance, ane & two tail tests.

7 Large sample Tests {Two +ail tests)

7.1 Ho : Ay = Ao Hy s M o= A
72 Ho:{,{l=,uL 'H1=*‘U£=‘FU-L
7.3 Ho : P = Po, Hy P % Po
7.4 Ho: P,= P, - H :P 4 P,

7.5 Examples and problems.
B. 8Small saomple tests:

8.1 Tests bas=ed on chi-square Ffistribution

-

{1) Test for independance of attiributes (Yate's correction
not expected) (ii) Test of geodness of fit. )
(iii} Tests for 6L== 6{.% for &4 known & unknownm

8.2 Tests based on t-distribution, - -
i. Ho s Au=&4e against ‘Hy 3 A4 FAko
Ay ns, £ paived t-lest

Fxo

ii. Ho t {4z, against H,

Ll

iil. Ho : fco against H,

8.3 F test for
1 .
Ho & £ 561..
8.4 Examples and Prcblems.

5, Interpolation:

9.1 The cperateor A & E. Their simple properties and inter-
rolations.
construction of ¢lfference table.

finite differences: If flx}is a polynomial of n

Fundamental theorem of
th Jdegres them,

A £lx) = constant.

. ]
9.2 Interpolation for equal and unequal intervals, Hewton' s

forward difference formula and Lagrange's formula(without
proof) .

9,3 Examples and problems.

10, Mumericzl Integratlon:
ip.1 Derivation of Guaeral quadrature formula.

trapercidal rule. _
10.2 bimlp:rson‘s 1/3rd and 3/8th rules as particular cases of gencral

quadrature formula.

Derivation of
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10.3 Examples and Problems.

Li=zt of books recommandoeds

1. Intreducticn to mﬁthematical statistics by R.V.Hogg &
Ged.Fraig.

2, Intrnduétinn to theory of statisties by Mocd Graybill & Boes.

3. Mathematical Statistics by 3.C.Gupta E V.K.KapoQrL.

4. Mathematical Etatfstids by B.D.Gupta & 0.P.Gupta

5. Calculus of finite differences by H.C.Zaxena

6. Calculus of finite differences & numerical analysis.

Paper II1 FRACTICALE:-

Note: 1. Students must complete all the practicals in each
practical paper to the satisfaction of teacher concerned.
2. Students must produce at the time cof the practical cxamination
the laboratory journal alongwith the completicn certificate o
signed by the Head of the Department.
3. Of the 100 marks for each Practical examination, 10 marks shall
be reserved for viva-voca and 10 marks for Journal. Thus the
Practical paper shall actually carry 80 marks.

4. The Quration of praeccical exam. will be 3 hours.

Title of ths Experiment::-

1. Multiple Regressicn: Fitting regression planes for trivariate

data given the sample means, variancaes and correlation matrix.
(computations cf means, variances,currelétiong from raw data ~
are not expected)}
2. Fitting of regression planes for trivariate.data given the sum,
sum of squares anc sum &f products.-
3. Computation of miltiple and part;al correlations from the

sample correlaticn matrix.

4. Fitting of Peisson Distribution (Calculations of expacted

frequencies are expected)

P

- L R e e e e —
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B.

10.

11.

12,

13,

14.

15.

-5-

Applications of Toisson and geometric distrikvntion for

calculation of probabilities.
Model sampling from Poisson Distribution.

Fitting of normal distribution & calculation of expected

frequencies. \

Model sampling from (a) exponential and (b) normal
distribution. p.d.f.

Tl d® ez o @ > 9
Foar= L e

where parameter 1s explicitly stated.

Applications of normal distributicon and exponential
distribution for calculation of probablilities.
Large sample tests:

{a} P = Po against P § Po

(k) P,= P, against PP,

(&) =4, againstM,:ia:MG
Ly, = A{ﬁgainstM VA

Test based on t distribution:

(a) A = Ao, 2gainst A ':‘F—- Ao
BIAL, = A{_LagainstM,' o M’L
{c) < = 7 against K:#: ')

Tasts based on Chi-square distributions

1. -
(a) £ = 6;} for A4 known & unknown.
(p) independence of attributes.

{a) test of goodness of fit.

Test based on F distributlon.
(- 2-
5= 61
InLerpmlation for equal & unequal intervals.
' i
. v o b
Numerical integration (Trapezoidal, Simpson s - rule,

Simpson's _3  rule)
g
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